**Identifying Fraud From Enron Email**

Udacity Nanodegree Project 4

![](data:image/png;base64,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)

**Coursework**

* Intro to Machine Learning

**By:** Joe Nyzio

**Identify Fraud from Enron Email**

Udacity Nanodegree

By Joe Nyzio

**View Project IPython Notebook**

<http://nbviewer.ipython.org/gist/JoeNyzio/3d3b0499837461aa125d#>

**Answers to Project Questions**

**1. Summarize for us the goal of this project and how machine learning is useful in trying to accomplish it. As part of your answer, give some background on the dataset and how it can be used to answer the project question. Were there any outliers in the data when you got it, and how did you handle those? [relevant rubric items: “data exploration”, “outlier investigation”]**

**Summarize**

After the collapse of Enron a large dataset containing a variety of information was made publicly available. The goal of this project was to find a way to spot a person of interest from this dataset. We were provided emails, salaries, bonuses, and other financial information about Enron employees. I’ll use machine learning to create a classification system that can help determine if someone is a person of interest using a particular set of features from the given data.

**Background**

In the dataset we have 146 people, 21 features, and the emails of 18 out of 35 of the poi’s. I used IPython/Pandas to take a further look into the structure so I could use the information for analysis.

**Outliers**

There were a few outliers in the dataset but I chose to keep most them since they were legitimate pieces of information that I could use when creating my poi identifier. I did find one outlier when investigating the ‘salary’ and ‘bonus’ columns which I removed. I found this after noticing an extreme outlier in a graph of these variables. To get rid of it I populated a dictionary with the keys from the variables ‘salary’ and ‘bonus’ in descending order and removed the 0th index. This was a key named ‘total’ which was a sum of the variables entire set of entries. I removed it because it would negatively affect the results of any poi identification algorithm I would build.

**2. What features did you end up using in your POI identifier, and what selection process did you use to pick them? Did you have to do any scaling? Why or why not? As part of the assignment, you should attempt to engineer your own feature that doesn’t come ready­ made in the data set­­ explain what feature you tried to make, and the rationale behind it. (You do not necessarily have to use it in the final analysis, only engineer and test it.) If you used an algorithm like a decision tree, please also give the feature importances of the features that you use. [relevant rubric items: “create new features”, “properly scale features”, “intelligently select feature”]**

**Features**

In my list of features I chose to focus on communication as the primary poi predictor. The 3 features most relevant to communication in the dataset are ‘from this person to poi’, ‘from poi to this person’, and ‘shared receipt with poi’. I tried a mixture of other features based on similar intuitions and kept the ones the produced the best results.

**Selecting Features**

Features were selected by hand using my own intuition and understanding of the dataset. I tested out different feature combinations to confirm my intuition and help improve the accuracy of the model. The final model is a result of the keeping the best result from this process.

**Scaling**

I did not use feature scaling. The 2 algorithms I attempted were GaussianNB and Decision Trees. Decision trees split data points either vertically or horizontally, but not both simultaneously. This means there is no gradient implemented during this split so the relationship between the features is not applicable. Because of this the decision tree is unaffected by feature scaling. The naive bayes algorithm follows similar principles that ignore the relationship between features. Features in the model are scaled automatically depending on their assigned coefficients which renders feature scaling useless.

**Engineer your own feature**

I tried to reduce the variables relating to emails sent by a worker to a single ratio of poi contacts/non poi contacts. I took the sum of to and from poi messages and divided it by the sum of the to and from non poi messages and saved it as poi\_ratio.py. This feature improved the accuracy of my model and was used in the final algorithm.

**3. What algorithm did you end up using? What other one(s) did you try? [relevant rubric item: “pick an algorithm”]**

I ended up using a decision tree. I started of by using GaussianNB for its simplicity. Once I had a high Gaussian accuracy I fed the features I found most relevant into a decision tree so I could tune the parameters to get a higher precision and recall.

**4. What does it mean to tune the parameters of an algorithm, and what can happen if you don’t do this well? How did you tune the parameters of your particular algorithm? (Some algorithms don’t have parameters that you need to tune if this is the case for the one you picked, identify and briefly explain how you would have done it if you used, say, a decision tree classifier). [relevant rubric item: “tune the algorithm”]**

**Tune the Parameters**

Each algorithm is a function that we are calling with a few inputs that have been made available for us to tweak. They start off set to their default but once we begin changing these parameters around it’s known as ‘tuning the algorithm’.

Tuning the algorithm should be an attempt to optimize its performance so if you don’t do this correctly you’ll end up with a sub­optimal algorithm and you should be ashamed of yourself.

**My Algorithm**

Decision trees have a variety of tunable parameters. I chose to play around with ‘criterion’ which can be either ‘entropy’, or ‘gini’, max\_depth, which specifies how many levels the tree can go, and min\_samples\_leaf which is the minimum number of samples needed to split an internal code. I chose them because they were all above the fold on the sklearn documentation page. Thats probably not the best way to decide but I ended up with an acceptable algorithm with these parameters so I stuck with them.

I wrote down the accuracy, precision, and recall of all my tweaks and chose the best one. The final model I chose had the highest overall performance of all 3 parameters.

Accuracy: 0.77967 Precision: 0.50516 Recall: 0.41600

**5. What is validation, and what’s a classic mistake you can make if you do it wrong? How did you validate your analysis? [relevant rubric item: “validation strategy”]**

**Validation**

Validation is the process of figuring out if your algorithm is useful outside your specific dataset. Given a limited dataset, we need to partition it into a portion that we’ll use to train the algorithm, and a portion that we’ll use as a first run. This portion of the data is supposed to help us figure out how the algorithm would perform in the real world.

**Classic Mistake**

Doing this correctly gives us an estimate of performance on an independent dataset and serves as a check for overfitting. A classic mistake that can happen if we do this wrong is that our algorithm will overfit to the data it was created on and be unable to perform in real world situations.

**Validate your analysis**

I validated my analysis by comparing the accuracy, precision, and recall of the different clf’s I had created. The algorithm I chose was the one most suitable to the project based on these criteria.

**6. Give at least 2 evaluation metrics, and your average performance for each of them. Explain an interpretation of your metrics that says something human­ understandable about your algorithm’s performance. [relevant rubric item: “usage of evaluation metrics”]**

**2 Evaluation Metrics**

2 evaluation metrics are **precision** and **recall**.

**Precision** is the amount of true positives divided by the true positives + false positives.

Precision is like if you blindfolded a basketball player and asked them to say yes only if they thought they made their last shot. You’d end up with yeses that were right (true positives), yesses that were wrong(false positive), and probably an injured basketball player.

Now take that shooter and make him say yes or no to weather or not he made each shot. Now look at the times he made the shot and said he did (true positives), and the number of times he made a shot when he thought he didn’t (false negatives).

You’d end up with a list of times he was right about making the shot, and a number of times he made a shot when he thought he didn’t.

Now you can get the **recall** by taking those true positives and dividing them by the true positives plus the false negatives.

A shooter with low confidence in himself would probably say he missed a lot, have a bunch of false negatives, and is like an algorithm with low recall. Giving them a confidence boost might get their recall up unless they actually never make any shots.

**Performance**

My precision is .40 My recall is .349.